**Estimation of Access Costs Using Indices**

1. So far, we haven't considered the effects of indices and hash functions on the cost of evaluating an expression.
   * Indices and hash functions allow fast access to records containing a specific value on the index key.
   * Indices (but not most hash functions) also allow the records of a file to be read in sorted order.
   * It is efficient to read records of a file in an order corresponding closely to physical order.
   * If an index allows this, we call the index a **clustering index**.
   * Such indices allow us to take advantage of the physical clustering of records into blocks.
   * Text doesn't distinguish clearly between a **clustering index** and a **primary index**. [ELNA89] define a primary index as one on the primary key where the file is sorted on that key, and a clustering index as one on non-primary key attribute(s) that the file is sorted on.
   * With this definition, for a primary index, there is only one tuple per search key value, while for a clustering index there may be many tuples.
   * In both cases, only one pointer is needed per search key value. (Why?)
2. Detailed strategy for processing a query is called the **access plan**. This includes not only the relational operations to be performed, but also the indices to be used and the order in which tuples are to be accessed and the order in which operations are to be performed.
3. The use of indices imposes some overhead (access to blocks containing the index.) We also must take this into account in computing cost of a strategy.
4. We'll look at the query

**select** *account#*

**from** *deposit*

**where** *bname* = ``Perryridge''

**and** *cname* = ``Williams''

**and** *balance* > 1000

1. We assume the following statistical information is kept about the *deposit* relation:
   * 20 tuples of *deposit* fit in one block.
   * V(*bname*, *deposit*) = 50.
   * V(*cname*, *deposit*) = 200.
   * V(*balance*, *deposit*) = 5000.
   * ![tex2html_wrap_inline1044](data:image/gif;base64,R0lGODlhdgAXAIAAAAAAAL+/vyH5BAEAAAEALAAAAAB2ABcAAALTjI+py+3PAEhSwjoPRhv6D4ZGN2ZZYwVnupriC8fqOZcOa+Z2Lff+khpxbkNVkYYh/ZagoFFDhD6F01mFx6H5tJGkMlukRo5kKA7IrHJjTmSU6lZPnbu09NcOo6VxZLB9ZVUC2KJjteb1pREntgdXNlhXozNxdWaxEYhFkUi3CLapdcYz2qHpcmjDshP4tybiperHiYXZsrmHSSGGWmlo9IrnCUSnGfmQlKqsfHpr5xH8jCxNTVvddJ2t/WG87f0NHi4+Tl5ufo6err7O3u7+Dr9QAAA7) (number of tuples).
2. We also assume the following indices exist on deposit:
   * A clustering ![tex2html_wrap_inline1046](data:image/gif;base64,R0lGODlhFQANAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAVAA0AAAInjI8ZoN2cgJxSwXhXXi9XTX0aIhqbSZ5qeHJYallei80OfJQOqzsFADs=) -tree index for *bname*.
   * A nonclustering ![tex2html_wrap_inline1046](data:image/gif;base64,R0lGODlhFQANAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAVAA0AAAInjI8ZoN2cgJxSwXhXXi9XTX0aIhqbSZ5qeHJYallei80OfJQOqzsFADs=) -tree index for *cname*.
3. We also still assume values are distributed uniformly.
   * As V(*bname*, *deposit*) = 50, we expect 10,000/50 = 200 tuples of the *deposit* relation apply to Perryridge branch.
   * If we use the index on *bname*, we will need to read these 200 tuples and check each one for satisfaction of the rest of the **where** clause.
   * Since the index is a clustering index,   
     200/20 = 10 block reads are required.
   * Also several index blocks must be read.
   * Assume the ![tex2html_wrap_inline1046](data:image/gif;base64,R0lGODlhFQANAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAVAA0AAAInjI8ZoN2cgJxSwXhXXi9XTX0aIhqbSZ5qeHJYallei80OfJQOqzsFADs=) -tree stores 20 pointers per node.
   * Then the ![tex2html_wrap_inline1046](data:image/gif;base64,R0lGODlhFQANAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAVAA0AAAInjI8ZoN2cgJxSwXhXXi9XTX0aIhqbSZ5qeHJYallei80OfJQOqzsFADs=) -tree must have between 3 and 5 leaf nodes (to store the 50 different values of bname).
   * So the entire tree has a depth of 2, and at most 2 index blocks must be read.

So the above strategy requires 12 block reads.

1. **Note:** another way of calculating the number of levels in a ![tex2html_wrap_inline1046](data:image/gif;base64,R0lGODlhFQANAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAVAA0AAAInjI8ZoN2cgJxSwXhXXi9XTX0aIhqbSZ5qeHJYallei80OfJQOqzsFADs=) -tree is to remember that the height is no greater than

![displaymath1038](data:image/gif;base64,R0lGODlhPQETAIAAAAAAAL+/vyH5BAEAAAEALAAAAAA9ARMAAAL+jI+py+0Po5y02osDyPxu/DEhAozdiabqupbnWJosCMefrYS44Sb9DAwKh5kdx/QjTpI85EJ3gOVkyqr1ymI+H0gqNvfUecXNaPeLTquXXhLX105rNbfG706qrfd8/tz3lpeXZPOXMldnR0Wo1+f4WGUYFWhWSVcWQ6Tlkiki0lgGKTraEsdDGcp4yWjKpQq38Yd4Zklqe2sxW9gJKHhZyVnTqvEJaikrs2mMy9wcBmFKq2p0KpEoVdtEBjf1nO0M7ixZbcdNTvzbC30TC/X96ut2Dh9eb7vrED3Izos/T40unrEdheTtozfOnsJm+io0EpMoVDYnuSjQWojRXsNIJeb0EIJlUKK1YSLTZTyJMiAbidg+hjxnMgJJmDFT2qwH0JXLaneEYVMnk+O+m0Q18iqyDtqenEWbOgXqSenTqVQhtRo2k0gBADs=)

where there are *K* search key values in the relation, and *n* is the number of pointers in a node.

1. You can use the **change of base formula** to calculate this value using a log function of base *x* with your calculator:

![displaymath1039](data:image/gif;base64,R0lGODlhMgElAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAyASUAAAL+jI+py+0Po5y02ouzXqBv1oVGCHzmiabqyraOx8JH6db2jef6I6tyvwsKh8SiAoiC0YzMpvNp6pEQJCRoBM1qt9zZUknziCJia/eMTq/A1FJ5IjKr5/Q6ObwMvOVHvP0PGJjA5qU3dveVJ7jIyPVDNaIIISXZaHk5NGV4WOWm2QZ2iDlKJBql+WmTt0faOseHAVTZovjmeosGe/Ez6xKqh4UrnKVroVQalzq8bMRLqXwFzDxNLUHIZgri2RvZWVwNrmYbaViOaJ7krb7O3h7+DufZVs7bQAiPzzxObzrLyc0un8BXYSChK8RhFcB1Axt2mVLFC6p+YyI6vDhMoTR5bjeybfCIMeSRQW4OZuK4C6XIkNdMCvlGAeZKh59A7pBpbaZOQM8UQiNpc6fQJ/XMlUF5bKjSLff4uUwYbKlUJ033qPQzNWszrOR+ciCnNezLLwZlFhSLNsfEf2tlBU0LV4dGenHraqnF1a5eqn5KStsLuEhblQcKAAA7)

1. If we use the index for *cname*, we estimate the number of block accesses as follows:
   * Since V(*cname*, *deposit*)=200, we expect that 10,000/200 = 50 tuples pertain to Williams.
   * However, as the index on *cname* is nonclustering, we can expect that 50 block reads will be required, plus some for the index (as before).
   * Assume that 20 pointers fit into one node of a ![tex2html_wrap_inline1046](data:image/gif;base64,R0lGODlhFQANAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAVAA0AAAInjI8ZoN2cgJxSwXhXXi9XTX0aIhqbSZ5qeHJYallei80OfJQOqzsFADs=) -tree index.
   * As there are 200 customer names, the tree has between 11 and 20 leaf nodes.
   * So the index has a depth of 2 (says the text), and 2 block accesses are required to read the index blocks. (Actually, depth could be 3 -- can you see how?)
   * This strategy requires a total of 52 block accesses.
   * So we conclude that it is better to use the index on *bname*.
2. If both indices were non-clustering, which one would we choose?
   * We only expect 50 tuples for *cname* = ``Williams'', versus 200 tuples with *bname* =``Perryridge''.
   * So without clustering, we would choose the *cname* index as it would require reading and inspecting fewer tuples.
3. Another interesting method is to look at pointers first:
   * Use the index for *cname* to retrieve **pointers** to records with *cname* = ``Williams'', rather than the records themselves.
   * Let ![tex2html_wrap_inline870](data:image/gif;base64,R0lGODlhDgAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOABYAAAInTICJxrb8WjyguQqxlDqreVmUBoajSJnioqDl2rkJStf2jef6zt8FADs=) denote this set of pointers.
   * Similarly, use the index on *bname* to obtain ![tex2html_wrap_inline872](data:image/gif;base64,R0lGODlhDwAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAPABYAAAIpTICJxrwOGmxP1hPlodmqpGFa1l3GgpqcGIpKCLaOzKn0jef6zvd+UwAAOw==) , the set of pointers to records with *bname* = ``Perryridge''.
   * Then ![tex2html_wrap_inline1068](data:image/gif;base64,R0lGODlhMgAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAyABYAAAJjTICJxu0PlYIHtEUvzrtGy3SfkXAgeWqq6aRtKpIrF1Gwi0p4Wz967HntDr2XT4YaFS9K1aLkG+5w0BEweMzOohXgdSqcXrfMjLl8npzXnzH7DY/L5/S6/Y7P6/f8vv8PmFcAADs=) is the set of pointers to records with *bname* = ``Perryridge'' and *cname* = ``Williams''.
   * Only these records need to be retrieved and tested to see if *balance* > 1000.
   * Cost is 4 blocks for both indices to be read, plus blocks for records whose pointers are in ![tex2html_wrap_inline1068](data:image/gif;base64,R0lGODlhMgAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAyABYAAAJjTICJxu0PlYIHtEUvzrtGy3SfkXAgeWqq6aRtKpIrF1Gwi0p4Wz967HntDr2XT4YaFS9K1aLkG+5w0BEweMzOohXgdSqcXrfMjLl8npzXnzH7DY/L5/S6/Y7P6/f8vv8PmFcAADs=) .
   * This last quantity can be estimated from our statistics.
   * As V(*bname*, *deposit*) = 50 and V(*cname*, *deposit*) = 200, we can expect one tuple in 50 \* 200, or 1 in 10,000 to have both values we are looking for.
   * This means that ![tex2html_wrap_inline1068](data:image/gif;base64,R0lGODlhMgAWAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAyABYAAAJjTICJxu0PlYIHtEUvzrtGy3SfkXAgeWqq6aRtKpIrF1Gwi0p4Wz967HntDr2XT4YaFS9K1aLkG+5w0BEweMzOohXgdSqcXrfMjLl8npzXnzH7DY/L5/S6/Y7P6/f8vv8PmFcAADs=) is estimated to have only one pointer.
   * So we only need to read 1 block, and total cost is 5 block reads.
4. We didn't use the *balance* attribute as a starting point because there is no index for *balance* and also the predicate involves a ``greater than'' comparison (> 1000).
5. Generally, equality predicates are more selective than ``greater than'' predicates, as they return fewer tuples.
6. Estimation of access cost using indices allows us to estimate the **complete** cost, in terms of block accesses, of a plan. It is often worthwhile for a large number of strategies to be evaluated down to the access plan level before a choice is made.

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

**Transaction Serializability**

|  |  |  |  |
| --- | --- | --- | --- |
| **T1** | **T2** | **T3** | **T4** |
| read(X) (1) |  |  |  |
|  | read(X) (2) |  |  |
| write(Y) (3) |  |  |  |
|  |  | read(Y) (4) |  |
|  | read(Y) (5) |  |  |
|  | write(X) (6) |  |  |
|  |  | read(W) (7) |  |
|  |  | write(Y) (8) |  |
|  |  |  | read(W) (9) |
|  |  |  | read(Z) (10) |
|  |  |  | write(W) (11) |
| read(Z) (12) |  |  |  |
| write(Z) (13) |  |  |  |

* + Draw a precedence graph to determine if this schedule is conflict serializable.  
    I've numbered the operations above to make the graph easier to draw. We add an edge from transaction A to transaction B in the graph if transaction A would have to come *before* transaction B in a serial schedule because there is an operation in transaction A that comes before a conflicting operation in transaction B. For example: transaction A: W(X) transaction B: R(X) -- there's no way for us to swap these operations so that transaction B comes first.

If we end up with a cycle in the graph, it means that we have an impossible situation (eg., transaction A comes before transaction B, and transaction B comes before transaction A) and the schedule is not conflict serializable.

Here is the precedence graph:

![http://cs-people.bu.edu/dgs/courses/cs460/lectures/practice/section6_precedencegraph.gif](data:image/gif;base64,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)

As you can see, there are cycles in the graph: T1->T3->T4->T1 and T1->T2->T3->T4->T1. This means that the schedule is not conflict serializable.